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Abstract— In this paper, a JPEG2000 like compression technique based on multiresolution analysis of orthogonal polynomials 

transformation coefficients (OPT) has been presented with bit modelling for Golomb-Rice entropy coding. Initially, the image under analysis is 
divided into blocks and OPT is applied to each divided blocks. Then, transformed coefficients are represented as sub bands like structure and 
scalar quantization is carried out to the transformed coefficients to reduce the precision. The quantized coefficients are then subjected to bit 
modeling in bit plane, with a joint probability statistical model and significant bits in the bit plane are selected. A geometrically distributed set of 

context is modelled on the selected significant bits to further encode with modified Golomb-Rice encoding to produce compressed data. The 
decompression procedure is just the reverse of compression procedure. Experiments and analysis are carried out to demonstrate the efficiency of 
the proposed compression scheme in terms of compression ratio and Peak-Signal-to Noise Ratio (PSNR), and the results are encouraging. 

Keywords- Bit Modeling, Golomb-Rice Coding, Image Compression, Multiresolution Analysis and Orthogonal Polynomials.  

 

I.  INTRODUCTION  

In recent years, multimedia data plays a vital role in 

transmission systems. With latest developments in digital 

camera, images are captured, stored and transmitted vastly 

and hence requires huge amount of storage, making the 

transmission inconvenient. To solve this problem, many 

compression schemes are developed. In general, 

Compression methods [1] are classified into two categories: 

lossy and lossless. In lossy compression, the data size is 
reduced for efficient storage with higher compression ratio 

(CR) and used in areas such as streaming media and Internet 

telephony. In contrast, lossless compression scheme 

reconstructs the original data perfectly from compressed data 

and finds use in fields such as medical and satellite images. 

This leads to the development of two popular compression 

standards, Joint Photographic Expert Group (JPEG) and 

JPEG2000.  

JPEG [2] uses Discrete Cosine Transform (DCT) and 

gives good compression ratio for natural imagery. However, 

it produces blocking artefact when higher compression is 

performed. JPEG2000 [3], a recent still-image compression 
method is based on wavelet technique and provides good 

objective and subjective image quality than JPEG methods at 

higher compression ratio. Also, the JPEG2000 gives better 

compression ratio, Region of Interest (ROI) coding, quality 

scalability and resolution scalability than JPEG standard. 

But, the main weakness is the occurrence of ringing artifacts 

at higher compression ratios. Different variants to JPEG2000 

are suggested to improve the quality of reconstructed image 

at low bit rates. One such JPEG2000 like compression 

scheme is investigated in this paper, with orthogonal 

polynomials based multiresolution analysis of transform 

coefficients, and a new bit modeling that can best suite 

Golomb-Rice coding. 

 

II. LITERATURE SURVEY 

 

 In this section, literature survey related to the 

proposed image compression scheme is presented with 

emphasis on different variants of JPEG2000. Yair Wiseman 

[11] reported a non-suitability nature of JPEG scheme for 

Global Positioning System (GPS) images and also designed 

an improved JPEG compression scheme with suitability to 

GPS images. Rong Zhang et al. [12] reported a bit plane 

entropy coder based on Laplacian distribution of the wavelet 

coefficients. Since, Embedded Block Coding with 

Optimized Truncation (EBCOT) used in JPEG2000, 

consumed most of the processing time due to bit operations, 
a pipelined Binary Arithmetic Coder (BAC) was designed in 

[13] that could encode the bits in higher rates than 

traditional BAC. A lossless image compression and 

decompression scheme was reported in [14] where 

Differential-Differential Pulse Coded Modulation (DDPCM) 

to reduce both bandwidth and parallel Golomb-Rice coding 

were utilized. Chang-Hoon Son et al. [15] designed a low-

complexity embedded-compression (EC) algorithm for 

JPEG2000 encoder system and claimed to reduce memory 

requirements by a factor of 2 than direct implementation of 

JPEG2000 encoder. 
Plane fitting with inter block prediction based 

image compression scheme was reported in [16] wherein 
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higher compression ratio is achievable at the expense of 

quality degradations. Chrysafis and Antonio Ortega [17] 

reported an image coding algorithm based on backward-

adaptive quantization of classification technique 

simultaneously focusing the image context for entropy 

coding in wavelet domain.  Similar to [17], Zhen Liu and 

Lina J. Karam [18] analysed contexts used in JPEG2000 that 

was closely related to compression performance. The 

authors stated that contexts in JPEG2000 capture the 

correlations in wavelet coefficients very well and also 

claimed that their method could produce similar coding 
performance as JPEG2000 with smaller number of 

coefficients. Bruno Aiazi et al. [39] suggested a lossless 

image compression scheme based on linear-regression 

prediction with fuzzy techniques. Entropy based image 

compression algorithm was reported in [35] where it 

reduced the number of coding parameters by a factor of 

about 10 compared with JPEG standard. 

In [19], David Taubman reported a compression 

algorithm based on independent Embedded Block Coding 

with Optimized Truncation of the embedded bit streams. 

The author claimed that the compression algorithm could 

achieve modest complexity and suitable for remote 
browsing of large compressed images. Multiresolution 

human visual system and statistically based image coding 

scheme was reported in [20] where the lifting based wavelet 

transform was used to decorrelate the input image. Henrique 

S. Malvar [21] designed an entropy coder that combined 

Run-length and Golomb-Rice encoders and could 

automatically switch between the two modes based on 

simple rules, adjusting the encoding parameters with 

previous output codeword. Jianhua Chen [22] directly coded 

the significance map symbols and sign symbols of 

embedded wavelet coding scheme with designed context 
models.  

A Discrete Tchebichef Transform (DTT) based 

image compression algorithm was designed by Ranjan K. 

Senapati et al. [33, 41] and reported that the properties of 

DTT were similar to DCT with energy compactness. Similar 

to [33 and 41], Paulo A. M. Oliveira et al. [34] reported a 

DTT approximation for image and video coding. The 

forward and inverse DTT were multiplication–free and 

required a minimal number of additions and bit-shifting 

operations, besides significantly low arithmetic cost. 

Lossless color image compression algorithm based on 

hierarchical prediction and context-adaptive arithmetic 
coding was reported in [36]. In this approach, to achieve 

lossy compression, the original image was first decorrelated 

by reversible color transform and then the Y component was 

encoded by conventional gray scale image compression 

method. Subsequently, hierarchical scheme was used for 

chrominance images that could reduce the number of bit 

than JPEG2000 and JPEG-XR methods. An algorithm to 

optimize Huffman coding, run-length coding, quantization 

table on par with JPEG standard was designed in [37] and 

achieved a PSNR gain of up to 3 dB compared to baseline 

JPEG. Similar to [37], a graph-based algorithm is reported 
in [38] to jointly optimize Run-length coding, Huffman 

coding and Quantization table. Computationally efficient 

encoders and decoders for lossy compression with sparse 

regression code were reported in [40]. 

Independently, use of multiresolution image 

analysis to study different image processing is reported in 

the literature.  Minh N. Do and Martin Vetterli [7] 

introduced a scheme to capture geometrical structure for 

visual information with contourlet transform as 

multiresolution representation.  John Michael Lounsbery [8] 

made use of multiresolution analysis to decompose 

complicated function to simpler low resolution part for 

analysing surfaces of arbitrary topological type. Utilization 
of multiresolution analysis for image retrieval is reported in 

[29]. Babb et al. [6] reported a multiresolution analysis 

transform for image compression in a constrained 

quantization approach. A near lossless image compression 

with multiresolution analysis of wavelet is reported in [4, 5]. 

 It is clear from the literature that efficient 

representation of visual information, such as multiresolution 

analysis plays a significant role in image compression, 

besides a need of proper bit modeling of transform 

coefficients that can capture the contexts for utilization in 

entropy coding. Hence in this paper a multiresolution 

representation of orthogonal polynomials coefficients, 
followed by a geometrical modeling of bit plane correlation 

with probability for use with Golomb-Rice Coding is 

proposed to device a new JPEG2000 like image 

compression technique. The choice of orthogonal 

polynomials coefficients [24] in this paper is two folded: 

The conventional DCT, used in JPEG is poor at 

approximating discontinuities or impulse in imagery signal, 

besides higher computational complexity [9]. Similarly 

DWT, used in JPEG2000, could not well suited to represent 

2-D singularities along edges or contours [10].  In the other 

fold, orthogonal polynomials coefficients are found to have 
excellent sparse representation besides energy preservation 

in transformed domain with multiresolution representation 

[29]. The effectiveness of such an orthogonal polynomials 

multiresolution analysis to devise geometrically distributed 

set of contexts for entropy coding with Golomb-Rice coding 

is also investigated. 

The rest of the paper is organized as follows. In 

section 3, we briefly introduce the mathematical 

preliminaries on orthogonal polynomials model and its basis 

operators. In section 4, the architecture of the proposed 

image compression algorithm is presented. The proposed 

image compression technique is presented in detail in 
section 5. The performance measures are described in 

Section 6. The experiments, results and discussions carried 

out to show the effectiveness of the proposed system are 

presented in Section 7 and finally conclusions are drawn in 

Section 8. 

III. MATHEMATICAL PRELIMINARY  

The orthogonal polynomials transformation that 
has already been established to extract edge [23, 42], image 

coding [24, 25, 30], image retrieval [26-29], image security 

[43] and texture enhancement [32] is utilized in this 

proposed work to design a new compression technique. A 

brief overview of the same is presented in this section. A 
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linear 2-D image formation system for the purpose of 

proposing the image compression scheme, is considered 

around a Cartesian coordinate separable, blurring, point 

spread operator in which the image I results in the 

superposition of the point source of the impulse weighted by 

the value of the object function f. Expressing the object 

function f in terms of derivatives of the image function I 

relative to its Cartesian coordinates is very useful for 

analysing the image. The point-spread function M(x, y) can 

be considered a real valued function defined for ( , )x y  

X Y , where X and Y are ordered subsets of real values. 

In the case of grey-level image of size ( )n n  where X 

(rows) consists of a finite set, which be labelled {0, 1, …, n-

1} for convenience, the function M(x, y) reduces to a 

sequence of function 

 M(i, t) =  ui(t),   i, t  = 0, 1, …, n-1   (1) 

The linear 2-D transformation can be defined using 

point-spread operator  M(x, y) (M(i, t) =  ui(t)) as shown in 

equation (2). 

                 

         


Xx Yy
dxdyyxIyMxM ,,,,                   (2) 

Considering both X and Y to be finite sets of values 

{0, 1, 2, …, n –1}, equation (2) can be written in matrix 

notation as follows: 

         
t

i j M M I  
             (3)                             

where   is the outer product, i j  are n2 matrices 

arranged in dictionary sequence, |I| is the image, i j  are 

the coefficients of transformation and the point spread 

operator |M| is 
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We consider a set of orthogonal polynomials 
u0(t), u1(t), …, un-1(t) of degrees 0, 1, 2, …, n-1, 

respectively, to construct polynomial operators of different 

sizes from equation (4) for n  2 and ti = i. The generating 

formula for the polynomials is as follows: 
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We can construct the point-spread operators |M| of 

different size from equation (4) using the above orthogonal 

polynomials for n  2 and ti =  i. To make point-spread 

operations more convenient, the elements of |M| are scaled 

to integer values.  Extensive explanation of OPT operators 

can be obtained from [24, 25, 29, 31]. The basis operators 

required for the purpose of inverse operations are presented 

in the next subsection. 

A. Orthogonal Polynomials Basis 

 

For the sake of computational simplicity, the finite 

Cartesian coordinate set X, Y is labelled as {1, 2, 3}. The 

point spread operator in equation (3) that defines the linear 

orthogonal transformation for image coding can be obtained 

as |M| |M|, where |M| can be computed and scaled from 

equation (4) as follows. 
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The set of polynomial basis operators Oij
n (0 ≤ i, j ≤ n-1) can 

be computed as  

Oij
n = ûi ûj

 

where ûi is the (i + 1) st 
  column vector of  |M|. 

The complete set of basis operators of size (3 3) 

that are used in this proposed image compression scheme 

are given below.   
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IV. PROPOSED IMAGE COMPRESSION SCHEME 

In this section untilization of orthogonal polynomials 

transformation described in the previous section, is 

highlighted to propose an orthogonal polynominal 

multiresolution analysis based  image compression 

technique. The architecture of the proposed compression 

technique is presented in the next section. 

A.  ARCHITECTURE 

The proposed image compression technique 

initially divides the image under analysis into blocks and 

each block is subjected to orthogonal polynomials 

transformation as described in section 3. Then, the 

transformed coefficients are represented in multiresolution 

form and subsequently, the coefficients are scalar quantized 

for further coding. The quantized coefficients are 

represented in bit planes to select significant bits which are 

carried out with a selection of MSB and modeling the bits 

with joint probability of neighbouring ones. After selecting 
the significant bits from all the sub bands, the proposed 

technique models it as geometrically distributed set of 

context for further entropy encoding. The proposed 

compression technique modifies the Golomb-Rice entropy 

coding for this purpose. In the proposed modified Golomb-

Rice entropy coding, the Most Probable Bit (MPB) is 

calculated from all the significant bits of the sub bands and 

are used to derive parameters q and r of  each bit plane. 

Finally, the parameters q and r are arranged as unary and 

binary encoding format to produce the compressed data. The 

architecture of the proposed orthogonal polynomials based  
multiresolution analysis image compression technique is 

presented in Figure 1. 

 

B. Proposed Coding Technique  

In this sub section, the setps involved in the design 

of proposed image compression technique is presented.  The 
proposed work consists of four major steps. 

i) Multiresolution reordering. 

ii) Scalar quantization. 

iii) Selection of Significant bits with joint probability 

modeling and, 

iv) Modified Golomb-Rice entropy coding.  

A detailed description of each of these steps involved in the 

design of proposed compression technique is presented is 

subsequent subsections. 

C. Multiresolution Reordering  

 The orthogonal polynomials coefficients 
'

ij

obtained as described in section 3 are reordered to provide 

image sub bands in multiresolution decomposition like 

structure. The extensive explanation about multiresolution 

reordering of orthogonal polynomials coefficient utilized in 

this paper, can be found in [29]. The transformed 

coefficients 
'

ij are reordered into 
2(3log 1)N 

multiresolution sub bands for each ( )N N block where N 

is a power of 2. To reorder the transformed coefficients, 

following assumptions are made. For a coefficient
'

ij , let 

12 2a ai   and 
12 2b bi   where a and b are 

integers and i, j = 0,…, (N-1). Now, 
'

ij coefficient is 

arranged in to a particular sub band yS  with y computed as  

0                                       for 0

3( 1) 2     otherwise

m

y a b
m

m m

 
 

     
      

              (7)

 

where max( , )m a b . Similar process is repeated for 

each block of the image under analysis with size ( )R C  

where R is the height and C is the width. Then the reordered 

location representing various levels of the orthogonal 

polynomials transformed coefficient
' ,ij  is determined with 

the function presented as follows for the block ( , )B z w
where z  and w  represent the row and column of the block 

B. 

1 1 1 1(2 2 ,2 2 )m a m bR z i w j       
   (8) 

The original orthogonal polynomials transform coefficients 

are shown in Figure 2(a) and the corresponding 

multiresolution representation of subbands are presented in 

Figure 2(b). 

In this proposed coding scheme, the multiresolution 
representation of orthogonal polynomials transformed 

coefficients, thus obtained is subjected to scalar 

quantization, to reduce the precision and the same is 

presented in the next section. 

D. Multiresolution Reordering  

 The orthogonal polynomials coefficients 
'

ij

obtained as described in section 3 are reordered to provide 

image sub bands in multiresolution decomposition like 

structure. The extensive explanation about multiresolution 

reordering of orthogonal polynomials coefficient utilized in 

this paper, can be found in [29]. The transformed 

coefficients 
'

ij are reordered into 
2(3log 1)N 

multiresolution sub bands for each ( )N N block where N 

is a power of 2. To reorder the transformed coefficients, 

following assumptions are made. For a coefficient
'

ij , let 

12 2a ai   and 
12 2b bi   where a and b are 
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integers and i, j = 0,…, (N-1). Now, 
'

ij coefficient is 

arranged in to a particular sub band yS  with y computed as  

0                                       for 0

3( 1) 2     otherwise

m
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m

m m
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where max( , )m a b . Similar process is repeated for 

each block of the image under analysis with size ( )R C  

where R is the height and C is the width. Then the reordered 

location representing various levels of the orthogonal 

polynomials transformed coefficient ' ,ij  is determined with 

the function presented as follows for the block ( , )B z w

where z  and w  represent the row and column of the block 

B. 

1 1 1 1(2 2 ,2 2 )m a m bR z i w j       
   (10) 

The original orthogonal polynomials transform coefficients 

are shown in Figure 2(a) and the corresponding 

multiresolution representation of subbands are presented in 

Figure 2(b).
                                                                  

       In this proposed coding scheme, the multiresolution 

representation of orthogonal polynomials transformed 

coefficients, thus obtained is subjected to scalar 

quantization, to reduce the precision and the same is 

presented in the next section. 

E. Scalar Quantization 

 After multiresolution ordering of sub bands like 

structure, the transformed coefficients require more storage, 

and hence  needs to be coded efficiently for transmission 
and storing. In the proposed image compression scheme, 

scalar quantization is performed on the orthogonal 

polynomials reordered coefficients to reduce the precision as 

described in JPEG2000. The formula for calculating 

quantization value 
'

ijq  on each coefficient 
'

ij is as 

follows. 

 
'

' ij

ijq




 
 
     (11)

 

where   is the quantizer step size and    is the floor 

function. If the value of  is taken to be 1, then no 

quantization process is effective and gives birth a lossless 

scheme. In order to quantize the reordered orthogonal 

polynomials transformed coefficients, the quantizer step 

must be greater than 1. The scalar quantized orthogonal 

polynomials reordered coefficients thus obtained, are 

required to be effectively entropy coded so that better 

compression ratio is achievable. Hence in this proposed 
orthogonal polynomials based multiresolution analysis 

coding scheme, a new bit modeling of quantized coefficients 

is proposed and the same is presented in the next section. 

F. Selection of Significant Bits Based on Joint 
Probability  

 The proposed orthogonal polynomials based 

multiresolution analysis image compression technique 

adaptively models the bit planes of scalar quantized 

coefficients based on the probability distribution of the total 
bits in the current bit plane. Therefore, the quantized 

orthogonal polynomials reordered coefficient is decomposed 

into N number of bit planes, where N depends on the image 

depth, ranging from Nth bit plane (LSB) to 1st bit plane 

(MSB) that contain all the lower order and higher order bits. 

Decomposition of bit stream of orthogonal polynomials 

reordered coefficients
' ( , )ijq x y into N number of bit 

planes is given in Equation (8). 
' ' ' '

1 2( , ) ( , ) ( , ) ... ( , )ijq ijq ijq ijqNi j i j i j i j      
  (12)

 

where 
'

1( , )ijq i j to 
' ( , )ijqN i j are the N number of bit 

planes. 

 Next, to select the significant bits, the proposed 
orthogonal polynomials based multiresolution analysis 

image compression technique performs scanning column 

wise on the bit plane from 
' ( , )ijqN i j to

' ( , )ijqN i j . During 

the first scan, the entire MSB bits are marked and selected 

as significant. From the next scan onwards, the previous 

marked significant bits are considered to decide, whether the 

particular bit should be considered as significant or non-

significant because all the bit planes are mutually dependent 

on each other. In order to select the significant bits in the 
second bit plane onwards, all the neighbour bit planes in the 

position ( 1, ),  ( 1, 1),  ( , 1) and ( 1, 1)i j i j i j i j      are 

considered into account. During the scanning process, if the 

selected bit is 1, then it is modeled as significant, and, if the 

selected bit is 0, then, bits in the above said neighbouring 

positions are checked, and if one of the neighbouring 

positions is 1, then the particular bit is also marked and 

selected as significant, otherwise, the bit is discarded. The 

arrangement of neighbouring positions is shown in Figure 2. 
 

 In the proposed orthogonal polynomials based 

multiresolution analysis image coding, the significant bits in 

each bit plane is modeled to form a sequence of contexts and 

geometrically distributed. The distribution is modeled as 

given Equation (9). For a context c, the data is modeled in 

the geometric probability distribution as:  

Pr( ) (1 )kx c p p  
    (13)

 

where, p is the probability of the sequence of the bits in the  

bit plane and k is the number of runs of a bit. The modeled 

context is stored in priority queue based on the probability 

of the context. Each context is then subjected to the entropy 
coding with the modified Golomb-Rice encoder as discussed 

in the next sub section. Due to mutual dependence of the 

entire bit plane, the probability of the one bit plane is jointly 

distributed with the neighbour bit plane’s data 
' ' ' '

( 1, 1) ( , 1) ( 1, 1) ( 1, )( , ),  ( , ),  ( , ) and ( , )ijq i j ijq i j ijq i j ijq i jx y x y x y x y        

 for the particular modeled context. So, the overall real 
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probability of the bit is quite different, which is significantly 

affected by the neighbourhood coefficients.  

Therefore, the proposed orthogonal polynomials 

based multiresolution analysis image coding models the data 

using joint probability distribution for a context in terms of 

current bit plane data with their previous and next bit planes 

for selection of significant bits. For N bit planes (B1, B2, …, 

BN) in a context c, the joint probability function will be: 

P (b1, b2, …, bN) = P(B1 = b1, B2 = b2, …, BN = bN) (14) 

The steps involved in the selection of significant 

bits are given as an algorithm hereunder: 
Algorithm : Selection of significant bits with joint 

probability bit modeling 

Input : Bit plane of scalar quantized orthogonal polynomials 

transformed coefficients 

Output : Selection of significant bit 

Begin 

Step 1 :  Decompose the quantized orthogonal polynomials 

coefficients in to N number of bit planes. 

Step 2 :  Perform column wise scanning from 
' ( , )ijqN i j to

' ( , )ijqN i j . 

Step 3 :  Mark and select all the MSB bits . 

Step 4 : To select next bit, consider the following positions 

(i+1, j), (i+1, j-1), (i, j-1) and      (i-1, j-1). 

Step 5 :  If the next bit is 1, it is marked and selected as 

significant. 

Step 6 :  If the next bit is 0, check the positions in step 4, if 

any one the position is 1, consider as significant, 

else, discard the bit.  
Step 7 : Repeat the above process for all the sub bands. 

End 

After the selection of significant bits, the proposed 

orthogonal polynomials based multiresolution analysis 

image coding scheme performs  entropy coding on the 

significant bits to produce the compressed data and same is 

presented in the next sub section. 

G. Modified Golomb-Rice Entropy Coding 

For each bit plane the data is a single bit stream of 

length n bits in which, there are r 1s and rest of the bits are 

0s. The proposed orthogonal polynomials based 

multiresolution analysis image coding makes a sequence of 

contexts that always ends with a 1 or 0 based on the most 

probable bits (MPB) i.e. 0i 1 and 1i 0. So, it is considered 

that each run is, to be of length L1, L2, ……….,Lr respectively. 

In the proposed orthogonal polynomials based 

multiresolution analysis image coding, modified Golomb-
Rice encoder function takes as input the sequence of 

contexts together with their respective probabilities and 

encode accordingly. Each context is in the form of 

Geometric distribution, the number of runs i of the most 

probable bit is considered in the form i=qm + r, where q 

represents the quotient, r represents the remainder and m is a 

positive integer. Since, the value of m affects the overall 

compression rate, in the proposed orthogonal polynomials 

based multiresolution analysis image coding, optimal value 

of m is modeled as nearest power of 2 of p*Ln(2)/(1-p) 

where, p is the probability of MPB in the modeled context. 

Finally, the q and r values are encoded in unary and binary 

coding in the form of 0i 1 as 1q 0 y  and 1i 0 as 0q 1 y to 

produce the compressed data. The steps involved in the 

proposed  entropy coding are given as an algorithm 

hereunder: 

 

Algorithm : Modified Golomb-Rice entropy coding 

Input :    Significant bits from all sub bands 

Output : Compressed (encoded) data 

Begin 
Step 1:     Read the context and check for the last bit. 

Step 1.1:  If last bit is 1 then 0 is the MPB in the context. 

Step 1.2:  If last bit is 0 then 1 is the MPB in the context. 

Step 2:     Find the probability p of the MPB in the particular 

context. 

Step 3: Calculate the value of p*Ln(2)/(1-p) and let m be the 

nearest power of 2 of   p*Ln(2)/(1-p). 

Step 4:   Calculate the value of log2 m. 

Step 5:   Code each 0i 1 as 1q 0 y  and 1i 0 as 0q 1 y, where 

i=qm+r ; 0 <= r < m and y is the binary 

coding of r, using log2 m bits. 

Step 6:  Get final coded bit stream : MPB code1 code2 ... 
code n tail bit. 

 End 

The steps involved in the modified Golomb-Rice 

decoding procedure in the reconstruction of decompressed 

image in the proposed orthogonal polynomials based 

multiresolution analysis image coding are given as an 

algorithm hereunder: 

 

Algorithm : Modified Golomb-Rice decoding 

Input : Compressed (encoded) data 

Output : Significant bits  

Begin 

Step 1: Read first bit and store it as MPB of the encoded 

stream. 

Step 2: If MPB is 0 then calculate the number of 

occurrence of 1 till the next hit of 0 as q 

Step 3: If MPB is 1 then calculate the number of occurrence 

of 0 till the next hit of 1 as  q 

Step 4: Escape code with 0/1 

Step 5: Read the next log2 m number of bits and store 

equivalent decimal as r 

Step 6: Repeat the above steps for all code streams till the 

tail bit 
Step 7: Calculate the original sequence of 0i 1 (or) 1i 0 using 

i = qm+r (0 <= r < m) 

Step 8: Arrange the final decoded bit streams for the each 

context 

End 

H. Proposed coding algorithm 

The input for the proposed compression algorithm 

is uncompressed original image, I of size ( ).M N  At first, 

the proposed coding technique  divides the original image 

into ( )m n
 
non-overlapping bocks and orthogonal 

polynomials transformation as described in the section 3 is 

applied to each divided blocks. Then, the obtained 
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transformed coefficients 
'

ij
 
are reordered into sub bands 

like structure and as described in the sub section 4.2.1 

followed by a  scalar quantization as described in the sub 

section 4.2.2 The  quantized coefficients in the sub bands 

are converted to bit stream and represented in bit plane 

format. Then, the proposed orthogonal polynomials 

transformation based image compression algorithm 

performs selection of significant bits in the  bit planes as 

described in the sub section 4.2.3. Then, the geometrically 
modelled bits are sent to entropy coder to produce yields a 

compressed data as described in the sub section 4.2.4 The 

steps involved in the proposed orthogonal polynominals 

based multiresolution analysis image compression technique 

are given as an algorithm hereunder: 

 

Algorithm:  complete algorithm of proposed Orthogonal 

polynomial based multiresolution    analysis 

image coding    

Input   :  Original Image, I of size ( )M N , block size 

n. 

Output   :  Compressed image 

 

Begin  

  Step 1:   Read the Input Image, I. 

 Step 2:    Divide the input image into ( )m n
   

non-          

overlapping blocks, where , , .m n M N  

 Step3: Apply forward orthogonal polynomials 

transformation to divided blocks, as described in 

section 3. 

Step 4:    Represent the transformed coefficients 
'

ij into sub 

bands like structure, as described   in the section 

4.21.  

Step5: Apply scalar quantization to entire transformed 

coefficients in the all sub bands, as described in the 
section 4.2.2.  

Step6:   Convert the quantized coefficients into bits and 

represent it as bit plane format. 

Step 7:   Do Selection of significant bits as described in the 

sub section 4.2.3. 

Step 8:   Arrange all the bits into 1-D format.  

Step 9:   Arrange the bits into pnq format. 

Step 10:  Perform modified Golomb Rice entropy coding, as 

described in the section 4.2.4  

Step 11:  Calculate most probable bit from total bits. 

Step 12:  Calculate q & r for each group with p. 
Step 13: Represent q as unary coding and r as binary coding  

Step 14: Arrange q & r bits as encode bits. 

Step 15:  synthesise the block and Obtain compressed 

image, Ic. End 

V. PERFORMANCE MEASURES 

To evaluate the effectiveness of the proposed 

orthogonal polynomials based multiresolution analysis 

image compression, standard measure viz. Peak Signal-to-

Noise Ratio (PSNR). The Mathematical formula for 

computation of PSNR is:  

 2

10PSNR=10log /R MSE
                              (15) 

 
     (11)                      

where R is maximum grey level and MSE is the mean square 
error given by, 

                              2

1 2

,

[ ( , ) ( , )] / ( )
m n

MSE I i j I i j m n
 

   
 


     (16)
 

1( , )I i j  and 
2 ( , )I i j  represent the intensity of  the original 

image and decompressed image pixel positions at ( , )i j , 

and  and m n  are the height and width of the image.  

VI. EXPERIMENTS AND RESULTS ANALYSIS 

The proposed orthogonal polynomials based 

multiresolution analysis image compression has been 

experimented with more than 200 gray scale images of 

different types. Two sample images viz. Lena and Boat of 

size (256 256) with pixel values in the range of 0-255 are 

presented in figure  4(a) and 4(b) respectively . 

 

     The original input images are divided into non-

overlapping blocks of size (8 8) and each block is 

subjected to orthogonal polynomials transformation as 

described in the section 3 and reordered to subband like 

multiresolution structure as described in the section 4.2.1 . 

Then, scalar quantization is performed to reduce the  

precision as described in the section 4.2.2 and the proposed 

image compression algorithm considers bits per pixel (bpp) 

for quantization step which can be adaptively varied as per 

users choice, and converts the quantized coefficients into bit 

streams.  After, the quantized coefficients are converted to 

bit modeling in each bit plane, the proposed image 

compression algorithm performs selection of significant bits 

in the bit plane based on joint probability based scanning as 
described in the section 4.2.3 to form a context for entropy 

encoding as described in the section 4.2 4 The 

decompression procedure is just inverse of image 

compression process. The result of proposed orthogonal 

polynominal based multiresolution image coding on the 

input images shown in fig. 4 are presented in fig. 5 

corresponding , when bits per pixels in 0.25. 

The performance of proposed orthogonal 

polynomials based multiresolution analysis image 

compression technique is measured in terms of PSNR, as 

described in section 5.   
Further, to strengthen the performance of the 

proposed orthogonal polynomials based multiresolution 

analysis image coding with 1st level, 2nd level and 3rd level, 

results obtained with another 5 standard sample images viz. 

Girl, Barbara, Peppers, Cameraman and Boat in terms of the 

performance measures bpp, CR, PSNR and ET are presented 

in Table 1, 2 and 3 respectively. For better understanding, 

the results of Lena and Boat image are also incorporated in 

the Tables.The PSNR comparison results are presented in 

the Table 4 at varying bpp along with proposed orthogonal 

polynomials based multiresolution analysis image 
compression coding.  
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 It is observed from the Table 4, the proposed orthogonal 

polynomials based multiresolution analysis image 

compression technique is better than JPEG2000 algorithm. 

VII. CONCLUSION 

In this paper, orthogonal polynomials 

transformation with multiresolution approach has been 

utilized to propose an image compression algorithm. First, 

the orthogonal polynomials transformed coefficients are 

arranged in sub bands like structure and subjected to scalar 

quantization and bit plane representation. The proposed 

compression work selects significant bits from the bit plane 
with MSB and joint probability statistical model. The 

selected significant bits are encoded with modified Golomb-

Rice coding to produce the compressed image. Experiments 

and analysis shows the efficiency of the proposed 

orthogonal polynomials based multiresolution analysis 

image compression in terms of PSNR, CR, bpp and ET. 
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Figure 1. Architecture of Proposed Orthogonal Polynomials Based Multiresolution Analysis  Image Compression Technique 

 
 
 
 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Multiresolution Analysis (a) Transformed coefficients of (8x8) block (b) Reordered 
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Figure 3. Arrangement of Neighbouring Bits Towards Selection of Significant Bit 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

  

 
(a)                                                                           (b) 

Figure 3. Original Images (a) Lena (b) Boat  

 

 

 

 

 

 

 

 

 

 

(a)                                                                      (b) 

Figure 5. Proposed Orthogonal Polynomials Based Multiresolution Analysis Image Decompression Result of 1st Level Decomposition (a) Decompressed Lena 

Image at 0.25 bpp (b) Decompressed Boat Image at 0.25 bpp                                                                        

 

 

TABLE 1. PERFORMANCE MEASURES OF 1ST LEVEL OPT DECOMPOSITION OF PROPOSED IMAGE COMPRESSION TECHNIQUE 
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TABLE 2. PERFORMANCE MEASURES OF 2ND LEVEL OPT DECOMPOSITION OF PROPOSED IMAGE COMPRESSION TECHNIQUE 

 

 

 

 

 

 

TABLE 3. PERFORMANCE MEASURES OF 3RD LEVEL OPT DECOMPOSITION OF PROPOSED IMAGE COMPRESSION TECHNIQUE 

 

 

 

 

 

 

 TABLE 4. RESULTS OF PSNR OF COMPARISON OF PROPOSED ORTHOGONAL POLYNOMIALS BASED MULTIRESOLUTION ANALYSIS IMAGE 

COMPRESSION AND JPEG2000 ALGORITHM 

 

 

 

 

 

 

 

 

 

 

Image  bpp CR PSNR (dB) ET (sec) 

Lena 0.25  98.95  21.406  2.4  

Girl 0.25  95.67  22.85  2.35  

Barbara 0.25  98.05  21.13  2.4  

Peppers 0.25  96.99  22.43  2.46  

Cameraman 0.25  98.85  20.75  2.28  

Boat 0.25  94.42  21.426  2.31  

 

Image bpp CR PSNR ET (sec) 

Lena 0.25 98.95 26.07 3.347 

Girl 0.25 95.679 28.646 3.480 

Barbara 0.25 98.95 22.378 3.621 

Peppers 0.25 96.995 26.476 4.127 

Cameraman 0.25 98.732 24.522 3.776 

Boat 0.25 94.41 24.499 4.423 

 

Image bpp CR PSNR ET 

(sec) 

Lena 0.25  98.9  27.05  4.591 

Girl 0.25  95.679  30.170  4.513  

Barbara 0.25  98.9  22.119  3.995  

Peppers 0.25  96.99  27.635  4.215  

Cameraman 0.25  98.95  24.799  4.282  

Boat 0.25  94.42  25.392  4.697  

 

Image Bpp Proposed Image Compression  JPEG2000 

Lena 0.1 25.27 22.48 

Lena 0.2 28.01 27.03 

Lena 0.3 28.97 28.32 

Lena 0.4 29.18 28.98 

Cameraman 0.1 26.46 23.19 

Cameraman 0.2 30.13 25.58 

Cameraman 0.3 30.46 26.07 

Cameraman 0.4 30.87 27.21 
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